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The wide spread of misinformation contributes to information consumers’ excessed distrust of online 
information. To cope, information consumers are often actively involved in checking the credibility of 
information through self-researching or seeking help and opinions from experts and peers. While previous 
studies investigated the factors that affect people’s perceptions of information credibility and how laypeople’s 
judgements compare to experts, little is known about how the information credibility assessment work is 
performed and cooperated by individuals and communities in real-life, natural online environments. Through 
a qualitative study of an online community, r/DebunkThis, which is dedicated to information debunking, we 
found that online information debunking rarely followed a linear and straightforward path. Rather, community 
members, including the debunkers and the original posters, constantly negotiated, and interacted with each 
other to determine what to debunk and how to debunk. Individuals adopted various strategies to debunk 
information, such as questioning the credibility of the information source and citing authoritative external 
information. Community members supplemented with details and explanations, corrected others, requested 
clarifications, summarized high-level knowledge and skills, and interacted socially based on individuals’ 
debunking explanations. Our study results broaden the understanding of debunking not only as an outcome 
but also as a learning and social process for community members to learn high-level debunking skills and form 
and enforce community rules. We provide implications for designing community and crowd-based information 
debunking systems which should recognize the complex, cooperative, and socially situated work of community 
and crowd debunkers. The design of such systems should therefore support not only labeling information as 
correct or not or simply sharing alternative information sources, but also community interactions and learning 
processes, as well as recognizing the labor of community debunkers.  
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1 INTRODUCTION 

While the ease of access to a huge amount of online information benefits users, the increasing 
prevalence of misinformation, those that are incorrect, distort facts, and deceive information 
consumers intentionally or unintentionally [17,34], is a growing concern. In the United States, 
information consumers view misinformation as a critical issue that causes confusion and threats 
their trust in authoritative institutions and each other [4,40]. During the COVID-19 pandemic, the 
global internet was fraught with misinformation regarding origins of the virus, interventions, and 
treatments [23,56]. Misinformation has a concrete impact on people’s beliefs, behaviors, and 
decision making [36]. In addition, marginalized populations and people with lower internet literacy 
are likely to be disproportionately affected by misinformation [45]. The spread of misinformation 
and low-quality information decreases information consumers’ trust toward online information and 
increases their burden to fact-check information.       

There is a rich stream of research that investigates various ways of fact-checking and debunking 
information and presenting corrected information to internet users [12,42]. One common strategy 
is to leverage the expertise and authorities of journalists and domain experts to identify and correct 
misinformation and explain it to the public [15,59]. However, manually checking the credibility of 
information is tedious and time-consuming for journalists and experts, and oftentimes fact-checks 
and debunking appear many hours later than misinformation [53]. In addition, the public may not 
always trust the explanation from journalists and domain experts, due to their affiliations and 
different political ideologies [7,8]. To tackle the growing amount of misinformation, another 
common strategy is to develop and deploy automated or semi-automated machine learning models 
to detect misinformation [1,37,61]. While many machine learning models have achieved satisfying 
performance in detecting misinformation, the increasingly diverse modality of misinformation 
[13,22] and the lack of transparency and explanation decreased the utility of machine learning 
models and internet users’ trust toward them [52].  

Besides journalists and experts who have intensive investigative experience and domain 
knowledge, laypeople are also found to be good judges of information quality [12,46]. Researchers 
and social media platforms study and implement crowd and community-based debunking systems 
that leverage and synthesize the wisdom of the crowd to identify and correct potential 
misinformation. For example, based on dissemination patterns of rumors and confirmed truths 
posted after the 2010 Chile earthquake, Mendoza et al. suggested that aggregating the crowds’ 
reactions to questionable tweets could help identify rumors [62]. Zeng et al. found that Chinese 
internet users actively engaged in rumor verification on social media by leveraging various 
information sources such as foreign news and experts after a disastrous crisis and were better 
received by authoritative debunking [62]. Twitter started pilot testing of its community-based 
system named Birdwatch that enables users to add notes to posts that they deem as misleading 
[66,67]. The most popular social media platform in China, Weibo, has also solicitated rumor reports 
from the crowd [68]. These efforts, however, haven seen unexpected low-quality of debunking 
answers that lack evidence [64]. Therefore, it is imperative to study how to better design such 
community-based debunking systems.          

While existing literature on understanding and improving laypeople’s information debunking 
strategies and performances provides valuable insights [5,10,12,21,46], most regarded information 
debunking as an individual endeavor, without investigating the potential interaction among the 
individual debunkers, how it may affect the experience and outcomes of debunking online, and 
whether and how the debunking work is coordinated among community members. In addition, little 
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is known about how laypeople debunk information in a natural, online environment (e.g., online 
forum, Twitter, Facebook Page) where rich social interactions and social norms among the 
debunkers may play a significant role in shaping how information is debunked and the debunk is 
perceived by others. While information debunking shares similarities with other crowdsourced 
information tasks such as the Wikipedia project and collective sensemaking [25,29,39,44], it has a 
less established coordination structure and mostly relies on community-driven practices. Therefore, 
in-depth understanding of how the work of crowdsourced information debunking is coordinated 
online is required. Such insights will also shed light on how to design community-based debunking 
platforms to better support community debunkers’ work.      

To fill the gaps, we conducted an exploratory, in-depth qualitative analysis of an online 
community that is dedicated for users to seek and provide information credibility assessment, or 
information debunking. We found that individuals adopted various strategies to identify and explain 
whether the information posts are credible. In addition, community members actively supplemented 
with details, requested clarifications, corrected others, summarized high-level information, and 
socially interacted in the debunking process. Our work complements previous studies on individual 
layperson’s information debunking work by providing a nuanced and detailed description of how 
individuals and the community perform information credibility work, both individual and 
collaborative, in a natural, online setting. We highlight that, such work is rarely linear and 
individual, but rather complex, collaborative, and social. Our work also broadens our understanding 
of debunking not only as a goal with binary (right or wrong) outcomes, but instead as a process 
through which individuals as community members (among debunkers and between debunkers and 
original posters) collaboratively assess information credibility, learn about debunking skills, initiate 
social interactions, and form and reinforce community norms. We suggest that community and 
crowd-based debunking systems should support not only the basic functions of labeling information 
as correct or not, but also collaborative, social, and learning functions. In addition, community-based 
debunking systems should recognize the complex work behind the input from community 
debunkers, instead of simply treating them as free labor to label information credibility.       

Our work contributes to the HCI and CSCW community by 1. providing a nuanced and detailed 
description of the individual and collaborative work carried out in community-based debunking; 2. 
broadening the concept of information debunking beyond a goal but as a process that initiates and 
supports collaboration, social, and learning functions; and 3. offering design implications into 
designing community-based information debunking systems.   

2 RELATED WORK 

2.1 Journalist and expert-based, and automated information credibility assessment 
The growing amount of misinformation has contributed to internet users’ pervasive distrust toward 
online information (e.g., news, social media) [35,60] and given rise to the need to check information 
credibility before making decisions based upon the information [14]. The pressing concern of 
misinformation has led to numerous widely used fact-checking platforms run by non-profit-
organizations, journalists, or commercial entities, such as FactCheck.org [61], Snopes [62], and 
Tencent COVID Fact-check [63]. Major technology companies and social media platforms have also 
deployed fact-checking services of their own or with third-party collaborators to flag online news 
and articles as fact-checked or not, such as Google [55] and Facebook [64]. Another strategy is to 
leverage the expertise and authority of journalists and domain experts to identify and correct 
misinformation and explain it to the public [15,48]. Journalists investigate the information in-depth, 
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solicitate expertise and experiences from multiple credible sources, and produce fact-checking 
reports. However, manually researching and checking the credibility of massive online information 
is tedious and time-consuming for journalists and experts, and oftentimes only selected information 
was debunked. In addition, the public may not always trust the explanation from journalists and 
domain experts, due to their affiliations and different political ideologies [7,8].  
    To tackle the growing amount of misinformation at-scale and in-time, another common strategy 
is to develop and deploy automated or semi-automated machine learning models to detect 
misinformation. The advancement of more powerful models and the incorporation of behavioral 
theories have improved the performance of machine learning models in detecting misinformation 
in various fields. For example, Zhao et al. developed a machine learning model using behavioral, 
topical, and emotional features, and successfully detected 85% of the health misinformation from an 
online community [54]. Transfer learning also enabled machine learning models to adapt to 
different domains. For example, Bojjireddy et al. developed machine learning models that were 
trained on three large public datasets before COVID-19. The models reached promising performance 
on COVID-19 datasets, which demonstrates their adaptability to different domains [6]. While 
machine learning models are promising to identify misinformation at scale, they also face several 
challenges. First, many machine learning models are developed on textual data (e.g., social media 
posts, news articles), yet misinformation has increasingly diversified modalities such as images [13] 
and videos [21,29]. Second, most machine learning models lack transparency regarding how the 
decision of whether the information is incorrect was made, which decreases users’ trust toward 
model results [41]. 
    Despite the value of journalist and expert-based information debunking and automated machine 
learning debunking, the challenges of scaling up expert debunking explanations and lacking 
transparencies and explanation of machine learning models preclude their wide utility to identify 
and correct online misinformation efficiently. An alternative is to leverage the help from laypeople, 
or the crowd and the community to debunk information. 

 
2.2 Wisdom of the crowd: Community-based information crowdsourcing and debunking  
2.2.1 Community-based information crowdsourcing. 
With the internet being increasingly democratized, people obtain information increasingly from 
their peers, instead of only from experts. People who are interested in sharing information and 
knowledge with a wider audience form online communities or organizations such as Wikipedia and 
subreddits. Crowdsourcing information and generating knowledge as a community has received 
extensive and sustained attention from the HCI and CSCW community. Below we review three 
strands of literature that are most relevant to community-based information debunking: collective 
knowledge development, collective opinion evaluation and persuasion, and collective sensemaking. 
One of the most prominent examples of crowdsourcing information tasks is collective knowledge 
development. The most popular example, Wikipedia, hosts information about a wide variety of 
topics that is contributed, curated, and maintained collaboratively by users that are only connected 
through the internet. While information has been commonly regarded to be objective, the creation, 
curation, and maintenance of information in collaborative online communities by the crowd have 
been shown to be subject to various social and community norms, social processes, and biases. This 
is in part because the work involved in crowdsourcing information needs to be distributed, 
spontaneously or planned, among many users with different backgrounds and ideologies. For 
example, Menking and Erickson noted the gender gap in Wikipedia contribution where women 
users carried out significant emotion work to participate [39]. Successful and efficient 
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crowdsourcing information requires coordinating the work among information contributors, which 
has been extensively studied in the HCI and CSCW community. For instance, Kittur and Kraut found 
that simply adding more users to contribute to Wikipedia articles did not always improve the 
information quality but often needed to depend on the coordination method used. Their findings 
suggest that the power of crowdsourcing information lies in not only many contributors but also 
effective and appropriate coordination strategies [25]. 
    Besides Wikipedia, there are many other emerging online platforms and communities that gather 
crowdsourced information from a wide range of users. Collective opinion evaluation and 
persuasion, through which community members assess others’ beliefs, derive reasonings and try to 
persuade others, becomes a common scenario. For example, on r/ChangeMyView, users post their 
viewpoints related to heated topics such as social issues and solicit arguments from other users to 
challenge their viewpoints [24,43,55]. Jhaver et al. studied what motivates people to contribute to 
the forum and post arguments to challenge others in a civilized manner, what maintained a civil 
environment, and whether the crowdsourced arguments are effective in changing people’s minds 
[24]. Priniski and Horne found that on ChangeMyView, users are more likely to change their views 
when discussing non-sociomoral issues and when they are presented with more evidence [48]. Musi 
et al. found that concession in arguments does not lead to the change of views [43]. Besides 
investigating factors that contribute to successful persuasion, Srinivasan et al. studied whether and 
how content removal can effectively make users being more civilized in the ChangeMyView forum 
[55]. 
    Another extensively studied crowdsourced information activity is collective sensemaking. During 
times of crises when credible information is highly valuable yet scarce and constantly changing, 
people rely on second-hand information, speculations, and even rumors to collectively make sense 
of the situation and make decisions. For example, during the Zika outbreak, users on Reddit formed 
and discussed conspiracies theories to collectively make sense of the crisis [29]. Patients and 
caregivers also exchange information with each other on online health communities to collectively 
make sense of health conditions, coping strategies, and patient journeys [38].           
    In summary, community-based information activities such as Wikipedia and collective 
sensemaking rely on complex sociotechnical systems and operate upon social norms and processes 
that require effective and carefully designed coordination strategies to make the crowdsourcing 
tasks work [19,44].   

 
2.2.2 Community-based information debunking.  
Besides journalists and experts, laypeople are also found to be good judges of the quality and validity 
of online information [12,46]. Extensive research has investigated the factors that contributed to 
individual users’ perceived credibility of online information (e.g., Morris et al.[41], Lazar et al. [31]), 
and how such perceptions differ in different cultural contexts [52]. Studies have also analyzed how 
laypeople’s performance in information credibility assessment differs from experts and suggested 
assigning tasks that are tailored for crowd debunkers with different backgrounds [5]. Information 
credibility assessment from the crowd can also be integrated into social media post ranking to 
inform information consumers which posts are more trustworthy. Major social media platforms 
such as Twitter have started pilot testing of its community-based debunking system, Birdwatch, 
which allows users to identify misleading posts and submit notes to explain their reasoning [66,67].   
    While these studies provide rich insights into how users evaluate information credibility, they 
only shed light on individual users’ behaviors and perceptions. As users are increasingly connected 
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with each other with shared interests and goals, they often collaboratively approach such tasks 
because the community (or the crowd) often has members that possess more expertise, knowledge, 
and experiences in the subject matter. For instance, Zeng et al. reported that after the Tianjin 
explosion, Weibo users collaboratively debunked rumors by utilizing external sources of 
information from foreign websites and experts [62]. However, the process through which 
community members collaboratively debunk information, especially in a natural online 
environment where rich social interactions and norms are likely to be influential, is less explored.    

 
2.2.3 Differences between crowdsourced information debunking and other crowdsourced information 
tasks.  
Though online debunking bears many similarities with other crowdsourced information tasks, there 
are important differences that may lead to different community dynamics, coordination practices, 
and requirements for platform support. First, knowledge-production work such as Wikipedia has 
different goals from debunking. As Wikipedia states, its goal is to create “a widely accessible and 
free encyclopedia” [65]. It is therefore expected and organized to produce comprehensive knowledge 
and new knowledge will be added constantly to the existing body. In contrast, debunking does not 
aim to be comprehensive but rather deals with what emerges. The goal for debunking, instead, is to 
evaluate claims and information, assess its credibility, and correct if possible. Therefore, though both 
Wikipedia and debunking solicit input from the community, they have inherently different goals, 
which may in turn lead to distinct communication patterns and coordination strategies. As briefly 
reviewed in Section 2.2.1, there is extensive literature on the communication structures and patterns 
in knowledge-production for Wikipedia. For example, Schneider et al. discovered communication 
patterns on Wikipedia such as coordination, guidelines, and editor notes [51]. In contrast, less and 
little is known about such communication patterns in community-based debunking. Most 
debunking literature still focuses on the quality of debunking outcomes, without exploring the 
communication processes behind them. This lack of investigation may be in part due to the fact that 
many information debunking platforms such as Twitter’s BirdWatch are very recent. Even though 
studies about how to effectively debunk information and persuade the potentially misguided public 
have been myriad, most are conducted in lab environments without investigating how information 
debunking is carried out and perceived in real, natural online environments where social norms and 
processes can be significant.   

Wikipedia also has a dedicated platform with specific interfaces and functions that support the 
collaborative work behind it. For example, the Talk page facilitates editors’ work to change the 
articles [51]. The produced knowledge is displayed in a Wikipedia article with organized sources 
and edit histories. In contrast, most existing community-based debunking still relies on general-
purpose platforms such as Reddit. Even though Twitter has recently launched a dedicated 
functionality BirdWatch, it is still primitive and demonstrates deficiencies in supporting 
community-produced high-quality results. It is unclear how community debunkers invent and adopt 
strategies to coordinate their collaborative work in debunking on these general platforms.       

Online information debunking is also different from collective sensemaking which is often 
community-based and involves crowdsourcing information from a wide range of users. For example, 
in collective sensemaking, there is generally no pre-defined questions or clear goals, while 
information debunking often starts from a narrow, focused question such as whether a statement is 
true or not. In collective sensemaking, community members may simply want to make sense of an 
ongoing crisis. Therefore, even though community members both contribute their knowledge to the 
process of collective sensemaking and information debunking, the goal and dynamics may be 
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distinct in these two crowdsourcing information tasks. Such differences are less explored in existing 
research.      

In summary, even though several other crowdsourcing information tasks such as the Wikipedia 
project and collective sensemaking have been studied in the HCI and CSCW community, the 
different goals and platform support may bring unique challenges for community-based debunking. 
The insights from extensive Wikipedia and collective sensemaking studies may therefore not fit the 
needs of community debunkers. How community debunkers on general platforms coordinate their 
work and how such platforms should be better designed need further studies.   

2.3 How online platform design shapes and constrains online information tasks 

Users with shared identities, interests, and goals gather to form online communities or interact with 
each other on social media platforms to exchange informational and emotional support. Online 
communities have been extensively studied in areas such as health (e.g., women’s health [30], public 
health crisis [18], and cancer [33]), games [27,28], education [16], creative critiques [26], and political 
issues [44]. Besides online communities that are more coherently organized and with established 
norms and dedicated moderators, social media also affords collective activities among the crowd 
such as collective sense-making during times of crises [20], sharing and learning for data scientists 
[54], and collective actions and social movements [57,58].     

This rich stream of literature in the HCI and CSCW community investigates how online 
community and social media users exchange information and support and organize collective 
activities. One relevant strand of literature studies how the design and affordances of online 
platforms support, affect, and even preclude users’ activities. For example, Leavitt and Robinson 
reported that Reddit users used the functions on the platform such as voting to appropriate the 
visibility of information during crises, where in-time and accurate information is crucial [32]. Liang 
found that the structure of Reddit threads (e.g., thread depths, number of nested comments) also 
affects the ratings of knowledge sharing threads [35]. Besides the explicit functions, platform 
policies such as moderation is also important in understanding how users interact with each other 
and contribute to their online communities. For example, Gilbert found that in r/AskHistorians, 
visible moderation is often viewed as censorship and has created challenges for volunteer 
moderators [14]. In turn, the norms and cultures of online communities may also affect how the 
functions are used by users and the construction of the communities [47].        

With this abundance of literature on the dynamics between online platform design and 
affordances and user interactions, however, little is known about the cases in crowdsourced 
information debunking in online communities. Even though previous literature termed debunking 
on social media and online communities as collective activities, most approached them as disjoint, 
individual work [10,63]. It is unclear how the debunking work is cooperated among community 
members, how they interact with each other in the debunking process, and how the interactions 
and social norms on online communities and social media platforms may affect online debunking, 
and how user interactions and platform affordances are interrelated.  

3 MATERIAL AND METHODS 

The objective of our study was to understand and unpack the individual and collaborative work 
among community members when debunking information online in a natural setting. Therefore, 
instead of distributing surveys or conducting lab-based experiments, we looked for online 
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communities and social media platforms where rich discussions around information debunking 
happen.  

3.1 Data source and collection 

3.1.1 Data source.  
To locate platforms that host active discussions of information debunking, we searched multiple 
popularly used social media platforms including Twitter, Facebook, and Reddit, using keywords 
“debunk”, “information credibility”, and “misinformation” in January 2021. We found that Twitter 
and Facebook (public pages or groups) include mostly news or posts that claim rather than discuss 
which pieces of information are not credible. We did not find enough posts that included debunking 
discussions which provided detailed reasoning. Finally, we located a subreddit called r/DebunkThis 
on Reddit, which is dedicated to information debunking. The subreddit was created in 2010, and as 
of June 2021, it has 20.1k members. The description of the subreddit illustrates its mission: “We are 
an evidence-based subreddit dedicated to taking an objective look at questionable theories, dodgy 
news sources, bold-faced claims, and suspicious studies.” As of June 2021, the subreddit has eight 
moderators. The community also instructed how users should post to seek debunking: “ALL post 
titles use the following format: “Debunk This: [main claim here]” Posts Must include (in the body 
of your post): • Between 1 and 3 specific claims that you want debunked. • Your post must include 
at least one source. • For video links, time stamps to specific parts that you want debunked. * Topic 
must be at least 2 months old. This information will give other users a specific point to look into 
and will increase the chances people replying to your post.” Moderators reserve the right to remove 
low-effort posts.   

 
3.1.2 Data collection and descriptive summaries.  
We used the Python package PRAW to crawl all posts and associated comments on r/DebunkThis 
on March 15th, 2021 [69]. The package is built on the Pushshift application program interface (API) 
and has been used for collecting data from Reddit in many other studies [9,30]. All posts in the 
subreddit were collected. The data included title, textual body of the original posts and all associated 
replies, time stamps for posts and replies, and usernames of the original posters (OPs) and users who 
replied. Posts and replies that were deleted by their authors, removed by moderators, or archived 
were also collected but excluded from further analysis.      
    In total, 4,647 threads and 44,545 associated replies were collected after those deleted, archived, 
or removed were excluded. There were 2,531 unique OPs who sought debunking and 4,241 unique 
users who replied. On average, each post received 9.56 replies from the community. The data span 
from May 14th, 2010, when the subreddit was created, to March 15th, 2021, when we started our 
data collection. The community has witnessed a sharp increase in the number of posts since the 
start of COVID-19, with more than 200 posts for each month from April 2020 to June 2020.        
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Fig. 1. Temporal trend of the number of threads in the subreddit. 

3.2 Data analysis 

To understand the strategies and work taken on by individuals and the community to debunk 
information, we adopted a grounded theory approach [11]. Two authors independently coded 40 
random threads to generate initial codes. For each thread, they first read the title and description of 
the debunking request and went through the content of external source(s) (e.g., blogs, news articles, 
videos) that the users wanted to debunk if any links were given. Such a procedure provided a basic 
understanding of the context of debunking requests. Then, they read through the replies, focusing 
on how users identified the credibility of the information, explained their reasonings to others, and 
how other community members contributed to this process. Two authors generated initial codes on 
how users raised the debunking questions, how debunkers individually debunked the questions with 
convincing explanations, and how different debunkers in the community interacted with each other 
to debunk the information. They then discussed and compared their initial codes to reach a 
consensus and produce a codebook. The two authors then went back to the data and coded more 
threads, applied the codes to new threads, and recorded other emerging codes. The coding was 
finished when no new codes emerged. After this iterative coding process, two authors coded 108 
unique threads, containing 2,736 replies contributed by 464 unique users.  To verify whether 
COVID-19 related threads are overrepresented in our study sample, we additionally coded the topic 
of the thread. We found that while 37.0% (40 out of 108) of the threads are posted after 2020, only 
9.3% (10 out of 108) of them are related to COVID-19. Therefore, we conclude that COVID-19 does 
not affect our study sample. Generally, society (N=26), occult (N=23), health (N=22), and politics 
(N=12) are the four dominant topics in our study sample. The remaining threads cover different 
subareas of science, such as physics (N=6), ecology (N=6), and biology (N=4). 

To verify whether COVID-19 related threads are overrepresented in our study sample, we 
additionally coded the topic of the thread. We found that while 37.0% (40 out of 108) of the threads 
are posted after 2020, only 9.3% (10 out of 108) of them are related to COVID-19. Therefore, we 
conclude that COVID-19 does not affect our study sample. Generally, society (N=26), occult (N=23), 
health (N=22), and politics (N=12) are the four dominant topics in our study sample. The remaining 
threads cover different subareas of science, such as physics (N=6), ecology (N=6), and biology (N=4). 
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3.3 Ethical considerations 

We adopted several measures to protect the privacy and safety of the online community we studied. 
First, we determined that our study was qualified for self-exempt based on the self-exempt tool 
provided by our university Internal Review Board (IRB). Our study falls under the self-exempt 
category of secondary analysis of publicly available data. The IRB self-exempt tool instructed those 
studies qualified for self-exempt are considered as confirmed by university IRB and no review is 
required and will not be provided. We also did not interact with any human subjects in this study 
in any ways (e.g., replying to posts, adding community members as friends, chatting with 
community members). In addition, the data collected were stored in computers protected by 
passwords and only accessible to the research team. The data are not shared with people outside of 
the research team nor publicized online. With these safety measures, we believe that we introduced 
little to minimal risk to the online community we studied.      
    We acknowledge that complying with IRB instructions is not always the best practice for ensuring 
the safety of online communities studied. Based on findings and suggested practices from literature 
on the ethics and safety of conducting research on Reddit [49], we did not use direct quotes but 
instead paraphrased all posts that we quoted in the paper so that they cannot be searched and traced 
back to the original posts. We also did not directly use any real usernames or user IDs in this paper.  

4 RESULTS 

We found that rather than a linear, straightforward, and individual process, debunking information 
in the online community is a complex, iterative, and social process that is cooperated and negotiated 
among community members. Individual community members and the community collectively 
adopted various strategies to identify what to debunk and how to debunk. First, they decided and 
negotiated the debunkability of the information presented. Second, individuals used various 
strategies to both debunk the information based on its own characteristics and based on external 
sources or personal knowledge. Third, community members collaboratively debunked through 
supplementation, correction, request for more information, summarization, and social interactions 
around individuals’ debunking explanations. We describe the individual and community work 
carried out in information debunking in the following sections. We use OP (Original Poster) to refer 
to users who posted to seek credibility assessment from others, and D (Debunker) to refer to users 
who provided debunking explanations to the OPs and the community. Finally, we used a sample 
case to illustrate how various individual and collaborative community work collectively play out to 
debunk information, which involves more than simply judging a post is credible or not. 

4.1 Deciding and negotiating debunkability 

Before debunkers delved into debunking the information posted, they often first decided whether 
the information was clear and suitable to be debunked, which we term as debunkability. When 
posting in the subreddit to seek information credibility assessment from the community, many OPs 
simply posted a link to a website, or a piece of text copied from other sources, even though the 
community rules clearly forbid such posts. In our data, we observed that the work of negotiating 
what to debunk and whether the information is debunkable was commonly carried out by the 
community members before any in-depth debunking explanation was provided. For example, OP1 
asked the community to help debunk a blog that stated, “some vegetable leftovers should not be 
reheated otherwise they will poison people”. D1 replied that “There were no citations, no scientific 
credentials, nothing to refute..” D2 agreed and replied “Yes! Pretty much. Nothing to actually debunk 
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as nothing was presented...” The debunkers considered the information presented here not 
debunkable because it did not provide any clear statement to be debunked.        
    Besides posts that lacked clear statements, those that involved ideologies and moral judgements 
were also deemed not debunkable by most debunkers. For instance, D3 explained that “If it’s 
opinions of what people believe to be morally wrong, you can’t really debunk it.” In addition, while 
some posts are deemed as undebunkable by all or most debunkers, in some cases, the determination 
of debunkability also varies across the debunkers.  When labeling some posts as not debunkable, 
debunkers interacted and negotiated with the OPs to ask for clarification to their posts to make them 
debunkable. For example, D4 asked P2 “What is there to debunk?” and OP2 specified that “I was 
hoping for someone to debunk the technology itself with a Samsung smart tv and the government 
motive specifically. I wasn’t sure about that.” With the clarification from OP2, D4 and other 
debunkers were able to provide detailed debunking explanations. In some other cases, negotiating 
debunkability can be more complex and iterative, with several rounds of questions and 
clarifications.   

4.2 Individual work of information credibility assessment 

After deciding a post is debunkable, individuals set out to provide detailed explanations to debunk 
the posts through various strategies, including debunking based on specific characteristics of the 
information such as the credibility of information source and logic, debunking with the support of 
external information, debunking with personal knowledge, and combining multiple strategies. 
 
4.2.1 Debunking based on specific characteristics of the information.   
Debunking directly based on the characteristics of the information is a typical strategy in assessing 
information credibility. Without fact-checking whether the information is correct or supported by 
scientific evidence, some debunkers arrived at their conclusions by screening surface characteristics 
of the information. One characteristic is whether the information is from a credible source. 
Debunkers considered multiple factors for deciding the credibility of information sources, e.g., 
whether the author has relevant professional training and background, whether the author has 
unbiased and neutral viewpoints and affiliations, and whether the author has had a history of 
creating and disseminating suspicious information. For instance, D5 identified an article authored 
by a researcher which claimed, “climate change is not real” as not credible.  D5 explained that the 
researcher was not a credible source because he has affiliations and funding sources which may 
affect his neutrality as an information source: 

“The author clearly has an agenda and is funded by companies to push that agenda. I won’t 
take this as a credible information source..”  

    Information that was not accompanied by relevant supporting material, or only by suspicious and 
intentionally manipulated reference was also a signal for debunkers. The quote below exemplified 
when a debunker found the information not credible because of the lack of credible evidence: 

“Citing sources that don’t relate to the place they’re cited is a major dishonesty. The fact that 
this article does so repeatedly is a huge red flag.” 

    Debunkers also found information suspicious if details of the content seem to be edited 
intentionally or cherrypicked. For example, a poster sought debunking for a video that was claimed 
to capture a supernatural existence. A debunker found the video not credible because:  
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“The video looks like it’s been edited and slowed down. If you look closely, there’s a weird dark 
mark that doesn’t look natural in an unedited video.” 

    Debunkers may spot basic logic flaws of the information that led to their questioning of the 
information’s credibility. Logic flaws such as exaggerated statements, conflicting statements, 
unsubstantiated inferences, and drawing conclusions that are too absolute without considering 
alternative hypotheses are considered as “red flags” for debunkers. For example, a debunker found a 
post which stated “Company X is engaged in sex trafficking trade and selling children” to be suspicious 
because of logic flaws and many other possible explanations unstated: 

“The post just contained unrelated and random facts and put them together using suspicion 
and paranoia to come to a wild and unsubstantiated conclusion. There are many other possible 
explanations in fact, which the post clearly avoided.” 

    Without searching for external information or leveraging domain and personal knowledge, 
debunkers sought to assess the credibility of information based on surface characteristics of the 
information presented. They relied on these characteristics that serve as “red flags” to determine 
whether the information is suspicious, even though the information itself was not actually debunked.  
 
4.2.2 Debunking with the support of external information.   
Debunkers commonly cited external information that they deemed credible and of high-quality, such 
as peer-reviewed scientific papers, fact-checking platforms, mainstream news websites, Wikipedia, 
blogs, or even posts from other subreddits to debunk and support their arguments. Some debunkers 
used external information to directly contradict the claims made in the original information. For 
example, a debunker cited a link to a medical journal supporting an argument to debunk the claim 
that abortion kills more women than childbirth: 

“The risk of death associated with childbirth is approximately 14 times higher than that with 
abortion. Similarly, the overall morbidity associated with childbirth exceeds that with abortion. 
source: URL” 

    Some information has been debunked elsewhere (e.g., another subreddit, fact-checking platforms), 
and debunkers often cited these external sources in their posts. For example, a debunker directly 
posted a link to a fact-checking platform that debunked the claim that Dr. Fauci wrote that 
hydroxychloroquine was effective for coronavirus in 2005: 

“It has already been debunked many times elsewhere. Here’s one: 
https://www.politifact.com/factchecks/2020/may/06/blog-posting/dont-fall-conspiracy-about-
dr-anthony-fauci-hydrox/” 

    While debunking with external information sources is often short, it was well-received by others 
because debunkers usually chose sources that are highly credible and authoritative.  

 
4.2.3 Debunking with personal knowledge.   
Besides external information, some debunkers may also directly use their personal knowledge to 
debunk. Specifically, we identified two types of personal knowledge that debunkers can leverage: 
domain knowledge and situated knowledge. Domain knowledge is usually from a specific, 
specialized discipline or field where a debunker works or is trained in such as physics and medicine. 
Debunkers commonly leveraged domain knowledge when they would like to unpack the 
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mechanisms of the information and identify incorrect claims. For example, a debunker raised doubts 
on a non-peer-reviewed paper regarding “free energy”: 

“Based on my understanding, Zero Point Energy represents the lowest point at which matter 
can reach. In electronics terms it’s ground. It’s the reference point closest to 0, so it sounds to me 
like someone thinks you can get something from nothing” 

     Situated knowledge is gained because a debunker, or friends and families of the debunker has 
personally experienced specific situations and thus obtained relevant knowledge. For example, a 
debunker refuted the claim that 911 was fake and fabricated by the government: 

“My mother saw the plane hit the tower, in person. She was working nearby. She went up on 
the roof of the building to see the fire/smoke. How can this be fake?” 

    Similarly, another debunker testified that the death rate of COVID-19 presented in a chart was 
accurate by providing his/her personal experience: 

“The numbers are very close. I know this because I work as a nurse in ICU.” 

    Even though utilizing personal knowledge to debunk is relatively easy for debunkers, some OPs 
have expressed their concerns about this strategy. For example, when a debunker leveraged personal 
knowledge to evaluate a study as “a test with a small sample size”, the OP questioned, “Is almost 100 
people a small sample? (no sarcasm intended)”.  
 
4.2.3 Debunking with multiple strategies.   
When there are cases where the information has multiple aspects that are suspicious, the same 
debunker may leverage more than one of the previously mentioned strategies and combine them to 
debunk the information. For instance, an OP sought debunking to the fatherless effect on crime rates 
and social issues. A debunker leveraged multiple strategies we identified before to question this 
claim: 

“If the questions are : ‘Is it true that children from fatherless households are significantly more 
likely to 1) be involved in criminal behavior, and 2) to have much lower educational 
attainment? ‘ Then may I suggest checking the following r/asksocialscience thread. 
… Family structure may be what we notice first, but it often leads to ignoring other important 
factors such as family history and family dynamics. (And, broadly speaking, context.) It is also 
often associated with the incorrect assumption that all ‘single-parent families’ or ‘fatherless 
families’ are of the same type.” 
 

    This debunker first provided an external information source (a post in another subreddit) that 
had already discussed and analyzed the relevant issue. The debunker further leveraged personal 
knowledge to indicate the complex influencing mechanisms of family context to crimes, instead of 
only considering the fatherless factor.  
   In another case, an OP asked for debunking to a post shared to her through WhatsApp, which 
stated that COVID-19 was made and spread from a lab. A debunker opposed the claim by providing 
a debunking explanation from an external fact-checking platform, questioning the credibility and 
motivations of the information source, as well as leveraging domain knowledge to explain why the 
virus was unlikely to be lab-made: 
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“First, take a look at this: https://www.businessinsider.com/coronavirus-lab-manmade-myth-
debunked-2020-6 The details of the virus’ genome make it extremely unlikely to have a laboratory 
origin. Then there’s the lack of that person’s credibility, given that she only published scientific 
papers on a different subject. Also, the virus’ genome makes it extremely unlikely to have a 
laboratory origin.” 

4.3 Community work of information credibility assessment 

Besides individually contributing to information debunking on the subreddit by leveraging the 
previously mentioned strategies, community members also collaboratively improved information 
debunking and socially interacted with each other. We distinguish community information 
credibility assessment work from its individual counterpart based on whether the debunking is 
related to or responding to another user’s post. We note that not all replies to the original posts or 
other replies were regarded as community work. Some debunkers directly replied to the original 
posts or other debunkers, without any references to specific aspects of other debunkers’ posts. 
Instead, we considered community work in replies that referenced other debunkers’ points and 
initiated rich discussions and interactions which collaboratively contributed to debunking the 
information or improving the quality of existing debunks. 

Among the 108 threads that we coded, 80 (74%) threads involved multiple community members 
in collaboratively assessing information credibility or initiating social interactions during 
debunking. The prevalence of collaboration and social interaction among community members 
indicates that information debunking online is not only an individual endeavor but also a 
collaborative process of a community that is governed by negotiated community norms and initiated 
and fostered dynamic social interactions. In this section, we describe how community members 
collaboratively supplemented, requested, corrected, debated, summarized, and interacted socially 
around individuals’ debunking posts. 

 
4.3.1 Supplementation.   
If a debunker mostly agreed with posts by other debunkers but believed the reply was not adequately 
comprehensive, rigorous, well-demonstrated, or had other points that were worth mentioning, the 
debunker might improve it with supplementation. We note that supplementation is different from 
a debunker simply replying to the OP with his/her own explanation that is different from other 
debunkers’. Supplementation is different because it is grounded in acknowledgement of other 
debunkers’ explanations and directly built upon it, instead of starting one’s own explanation. The 
connection and continuity with other debunkers’ explanations are what distinguishes 
supplementation from disjoint, individual explanations. 
    For instance, a debunker refuted a chart that claimed white households in the US earned less than 
many Asian households by pointing out that there was selection bias, i.e., only Asians who 
successfully immigrated to the US are included in the chart and they are most likely to be highly 
skilled workers and thus earn more. Another debunker, while agreeing with what the debunker 
explained, supplemented by pointing out another flaw of the chart that challenges its validity: 

“You are right. In addition, they also represented specific Asian ethnicities such as Indian and 
Chinese separately but have lumped all White ethnicities together as a single data point. 
Another red flag.” 
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    In another case, a debunker shared external information sources to refute the claim that the 
government knows that cannabis cures cancer yet intentionally hides the fact. Another debunker 
supplemented the answer by providing domain knowledge on cancer: 

“Also, the claim of curing cancer is a huge red flag. There are many varying types of cancer 
and thousand different ways of treating them. It is impossible to just have one cure for cancer 
in general.” 

    Debunkers supplemented more than just additional details or perspectives to other debunkers’ 
explanations to strengthen them. They also supplemented high-level reflections or even warnings 
of debunking methodologies in some cases, to make the debunking more rigorous by pointing out 
its limitations that readers should be aware of. For example, a debunker sought to debunk a claim 
by pointing out the author of the claim is a racist and thus the statement is biased. Another 
debunker, while acknowledging the strategy of discrediting information authors was inevitable, also 
supplemented with its limitation: 

“Just because a racist or someone not so credible or unbiased said it, doesn’t necessarily mean 
their data and statistics are wrong.” 

    Oftentimes, supplementation of existing debunking explanations received agreement and 
recognition from the debunker whose post was supplemented. They either expressed gratitude (e.g., 
“Thanks for adding to it. Didn’t think about it that way but I agree.”) or directly edited their previous 
explanation.  
 
4.3.2 Request.   
Debunking a claim often requires a clear definition and common grounds of statements, 
terminologies, and contexts in the information, especially when the OPs only posted a link, a 
screenshot from social media platforms, or a vague statement made in a blog. Therefore, it was 
common for the original posters and debunkers, or among the debunkers, to request definitions of 
terms, clarifications, and further explanations. For example, an OP sought debunks to a video that 
shows an abortion process. A debunker requested more information to decide whether the video is 
valid: 

“Could you let me know the context? Circumstance of abortion? Trimester?” 

    Sometimes the OP was not satisfied with debunkers’ explanations and requested further 
debunking. For instance, a debunker opposed the report posted by the OP which stated that climate 
change is not real. The OP was not convinced by the explanation and requested further debunking: 

“But it didn’t really refute the statements in the article. I think the interpretation of facts in 
the article, or the facts themselves, could be refuted in some way?” 

   Other debunkers may also request more information from a debunker if they found the debunker’s 
claim to be unsubstantiated. For example, a debunker found the chart presented by the original 
poster to be true. Another debunker requested justifications for this belief: 

“Is it only based on your opinion, or on some factual information? Do you have any sources to 
support it?” 

   Besides debunkers requesting clarification from OPs or evidence from other debunkers, OPs may 
also request from debunkers. For example, when OPs are not satisfied with the debunking answers, 
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they may request additional debunks of specific methods. In the following thread, the OP was not 
convinced by the debunker’s answer that the author was not credible. Rather, the OP requested 
debunk that directly refutes the data presented in the original information: 

 “I am looking for actual debunk of the trend not the authors have an agenda etc, a agenda 
doesnt stop data being true or false. I need evidence of the data being false.” 
 
4.3.3 Correction.   
Debunkers may also spot mistakes or deficiencies in other debunkers’ explanations, and they often 
pointed out the issues and provided corrected answers in order not to mislead others. Such 
correction either aims to improve the debunking quality, when debunkers hold similar opinions 
with the existing explanations, yet find them not rigorous; or tries to “debunk the debunking”, when 
debunkers believe the current argument totally fallacious.  
 Some debunkers corrected others by pointing out the external information sources they referenced 
are not trustworthy or neutral or that they misinterpreted certain aspects of the information. For 
example, a debunker found that another debunker misinterpreted the statistics in the original post 
and thought the numbers were estimated. The debunker therefore corrected the mistake: 

“It’s not an estimation but actually real data out of a study population of 260,000 inmates in 
the US.” 

    Some debunkers identified the non-rigorous statement and provided corresponding evidence. In 
the following instance, a debunker claimed that “Autism is a rare and poorly-understood disorder”, 
and another debunker corrected this claim by sharing statistics from authoritative sources, 

“For your information, in the U.S., autism spectrum disorders are a lot more common that you 
might believe. The CDC has a statistic that 1 out 68 children have autism. The Autism Society 
estimates the worldwide rates at about 1% of the population. It’s indeed poorly understood, as 
you say, because there are so many types that vary in their severity and symptoms.” 

    Besides correcting factual details as the examples above demonstrated, debunkers also corrected 
the reasoning behind other debunkers’ replies, when they believed that the debunker arrived at 
incorrect conclusions even with the right data. For example, a debunker used statistics of mortalities 
from Sweden to infer possible mortalities worldwide. Another debunker, while acknowledging that 
the statistics were valid, corrected the debunker that it was not a correct inference because the 
testing coverage and lockdown policies differed substantially between Sweden and other countries: 

“This is a great explanation, but unfortunately you made the same mistake, that is, misusing 
factually correct numbers. Unfortunately, we cannot simply compare mortalities between 
Sweden to approximate the effectiveness of lock downs and infer mortality rates. I’m simply 
pointing out that you cannot draw your conclusions from the data you are using, even though 
the data is valid.” 

  Generally, the community-based correction involved a crowdsourced reviewing process, which 
helped to reduce the biases or mistakes of individual debunking.  
 
4.3.4 Debate. 
It was a common scenario that different debunkers held opposite opinions towards the raised 
problem for debunking, especially when they had varying levels of domain knowledge and were 
possibly influenced by preconceived biases. Such disagreements would raise debates, when two 
debunkers proposed personal judgment, provided corresponding evidence, and uncovered the 
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other’s flaws (if any) in the nested replies.  Here is an example when two debunkers had conflicts 
during debunking a peer-reviewed article about sasquatch footprints:  

 Debunker 1: Not even one fossil? Not one to show that another upright walker lived on the 
western hemisphere before humans crossed the land bridge… 

Debunker 2: What fossils have been unearthed in the Pacific Northwest? I mean of any 
animals? That’s not a reason to blow off a pervasive phenomenon with an overwhelming 
abundance of physical and anecdotal evidence. 

Debunker 1: Uh… the vast majority of dinosaur bones have been found in North America. 
Including Northwest but especially in the rocky mountains. But alas, no prehistoric humans. 
Totally different era and evolutionary chain. LINK 1. LINK 2.” 

    The debate can deepen the debunking discussion with more comprehensive perspectives and 
more abundant evidence. However, when preconceived biases existed, debunkers might fail to 
convince each other. Also, in some cases, debates might evolve into off-topic quarrels. To this end, 
other community members played a significant role in crowdsourced evaluation and moderation. 
For example, in the above example about sasquatch footprints, some other debunkers further replied 
to support debunker 1, e.g., “footprints are easily forged and doesn’t qualify as a specimen… LINK”, 
which helped to reach a consensus in the thread. In another case when debates developed to abusive 
language, community members reminded the community norms, “NO hominem attacks!”. 
 
4.3.5 Summarization. 
For threads that contain multiple debunkers’ explanations that may be challenging for other readers 
to immediately grasp the key points, some debunkers, or even the OPs would post summarizations 
of these explanations to help others comprehend. When some debunkers only posted a link without 
many explanations, others may read through content of the website that the link directed to, 
summarize, and share the key take-aways with others. For example, in a thread where the OP sought 
debunk to the claim that 5G is a health threat to people, a debunker posted an external link with no 
explanation. The OP was convinced by the content of the external information source and 
summarized the key take-aways for others: 

“Thanks! Looks very credible. Major takeaway points are: 1. The radio wave emitted by 5G is 
non-ionizing; 2. the only non-ionizing radiation which could be damaging is microwave, but 
that’s been deliberately altered to do that exact task in controlled devices; 3. It is indeed listed 
by the WHO as a possible carcinogen, but on the same list as caffeine.” 

    Such summarized information was valued by OPs and other community members, and sometimes 
even got shared outside the debunking community. For instance, in a thread trying to debunk some 
racism-related data, a debunker concluded different flaws detected by other debunkers. The OP 
replied, “Thank you! I caught it on Facebook. Can I use your answer to refute my friend?” and got the 
debunker’s consent.  
    Sometimes, debunkers also summarized high-level debunking skills, i.e., meta-knowledge of 
debunking, that they believe could help others identify similar misinformation as presented in the 
posts or in general. These summaries are not necessarily literal summaries of other posts, but more 
abstract summarization of skills. For example, after an OP was convinced by many debunkers that 
the evidence of Pizzagate was fake, a debunker summarized how checking the validity of the 
evidence should be the basic first step to identify suspicious information: 
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“Whenever seeing something suspicious or conspiracy theories, the first essential step is to 
confirm and check the basics, that is, is there evidence independent of conspiracy sources that 
confirms the person even wrote/said/did what is being claimed in the information.” 

    Another debunker summarized that statements with many statistics involved should always be 
taken with caution: 

“You should always be suspicious with any statistics you see, unless you have a detailed 
analysis of how those statistics were collected as well as the mathematical toolkit necessary to 
interpret them. Statistics are ridiculously easy to misrepresent, manipulate, and misinterpret, 
either intentionally or not, and as such always deserve a skeptical eye.” 

 
4.3.6 Social interactions. 
While debunking posts mostly focused on the information itself, users also interacted with each 
other socially, which was often triggered by the debunking discussions. Social interactions differ 
from the previous types of community activities among the debunkers mainly because such social 
interactions are not directly about the debunked information itself but triggered by them. The most 
common type of social interaction is appreciation and gratitude. Users expressed such emotions 
when a debunker posted a comprehensive, well-researched, and persuasive debunking post. For 
instance, an OP appraised a debunker for the convincing and factual debunking explanation: 

“I really love seeing this kind of debunking. Takes the claim and focuses on evaluating its own 
merits.” 

    Even though Reddit allows users to upvote or downvote to express their emotions toward posts, 
many users still wrote replies to express their appreciation. Some also complimented the quality of 
the debunking explanation and said they would share it with their family members and friends. The 
debunkers that received appreciation and gratitude from the poster and other users may be 
motivated to keep providing high-quality debunking explanations because of the positive 
community feedback.  
    Another common type of social interaction is reminding community norms. Oftentimes 
debunking involves discussions of political ideologies and sensitive topics and may trigger abusive 
languages and attacks toward individuals. Not only the community moderators but also other users 
would remind community norms to maintain a healthy and friendly community environment. For 
example, in a thread discussing political protests, a debunker attacked the OP, without providing 
any actual debunking explanations. Another debunker reminded him/her of the community rule: 
“Attack the claim, not the person.” The debunker quickly apologized for the impolite attack toward 
the original poster: “Sorry. I forgot where I was.” 

4.4 Original posters (OPs)’ interactions with debunking responses 

Next, we present the themes that emerged from OPs’ responses after they received debunks from 
the community. Overall, OPs did not commonly comment on whether they perceived a debunk to 
be effective. Only 15% of the coded threads have OPs explicitly expressing their perceived 
efficacies of the debunking answers.  

4.4.1 Prevalence of OPs’ interactions. 
Among 108 threads that we coded, OP joined the discussion in 48% (52 out of 108) of the coded 
threads, indicating OPs’ involvement in the interactions of debunking and managing the thread. In 
our study sample, OPs’ interactions attracted more reflections and responses from community 
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members. Threads with OP’s involvement received 27.36 replies in average, which was larger than 
their counterpart without OPs’ interactions (number of average replies = 23.44) 

4.4.2 Types of OPs’ interactions with debunking responses. 
In addition to the general interaction patterns such as request, summarization and social interactions 
as shown in Section 4.3, two unique types of OP’s interaction emerged that well captured this special 
role’s motivations and characteristics, including clarification and questioning. 
Clarification was commonly adopted by OPs to better contextualize the debunking question and 

facilitate the debunking process. For example, an OP clarified the motivations to ask for debunking, 
and supplemented important backgrounds and details that might be useful to generate effective 
debunking replies: 

“I came across this on my YouTube recommendations and it seemed interesting. He uses a map 
created by Plato and states that “Atlantes” is on the same place on the map as the Eye of the 
Sahara is in Africa. Now all this seems hard to believe, especially when the map does not show 
Atlantes in the same place as the Eye of the Sahara. He also cites user comments and seems to 
bring up the same “evidence” multiple times to hammer it into your brain... I’m interested to 
see what you come up with!” 

Such clarifications were surprisingly common in the replies instead of the original question 
descriptions and appeared to be interactive which aimed to call for community members’ 
participation in the debunking discussion. Some OPs also clarified their personal judgment with 
explanations, elucidating specific points and providing initial directions for debunking: 

Here’s what I find shady in this story: (1) the gang members accepted being pictured and 
filmed; (2) they traveled in a no-plates car, on main roads, before arriving in a no-cellphone 
area; (3) guys even said that they’re in contact with heavy weaponry dudes; (4) everyone went 
home without ever being threatened. Some voices said that it might have been a sting op by 
the Romanian Intelligence. What’s your take? 

    Clarification is not only observed in threads where the original post is brief and later clarification 
is necessary but also those with detailed and specific debunking requests. OPs actively clarify things 
that may confuse the debunkers as more users are involved in the thread. For example, when an OP 
realized most of debunkers focused on the wrong direction for debunking, a clarification was made, 
“I can believe that dogs are able to identify trace smells. My question is if this is a legitimate investigation 
technique. How useful is a dog’s sense of smell in an actual non-laboratory situation?”. 
Questioning the approach or argument of debunkers was another typical interaction pattern that 

OPs used to manage the thread and improve the debunking efficacy. Different from requesting 
supplementary explanations from debunkers, OPs directly expressed their concerns on whether the 
debunking was valid. For example, when a debunker tried to debunk the question by revealing the 
lack of supporting material, the OP showed the skepticism, “The lack of actual report is certainly a 
reason to criticize the journalism here but it’s not a refutation of the statements in the article.” When 
another debunker listed the judgment with strong supporting evidence, the debunker was 
convinced and expressed appreciation, “Sweet thank you! Now we are getting somewhere”. This 
example also indicated OP’s preferences for specific debunking methods.  When they were skeptical 
about the effectiveness of debunking, they managed the thread by interacting with debunkers and 
raising doubts till the debunking became comprehensive and convincing. 
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4.5 An illustrative case of the community debunking process 

In the online community, debunking a post often involved many of the previously presented 
components and activities. In this section, we show an illustrative example of how these activities 
and interactions are pieced together among the community members. To protect the privacy of the 
community members, we did not use a real thread from the community as an example. Instead, we 
provided a sample case that is typical based on our analysis of many real threads in the community.  

 

Fig. 2. An illustration of a typical debunking process. 

    As shown in Figure 2, the OP sought debunking about a piece of information regarding COVID-
19 received from family members and friends. D1 offered to help but needed clarification about 
which specific aspects the OP needed debunking for because the title only included a link to a blog. 
Otherwise, D1 found the information be not debunkable. The OP responded by clarifying that the 
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OP needs debunking for the claim that “COVID-19 is just like flu and caused even less mortalities.” 
With the clarification, D1 quickly responded by providing a debunking explanation that the claim 
is incorrect, based on statistics and interpretations from a credible source who is a university 
professor. Agreeing with D1 that the claim is incorrect, D2 supplemented D1’s explanation by 
providing personal experience gained when working in a hospital. D3, however, found D2’s reply 
to be incorrect by pointing out potential biases in personal experiences. D4 joined the thread but 
instead of providing debunking explanations, D4 only pointed out that the author of the article was 
not credible. D2 reminded D4 of community rules that an actual debunk to the claim should be 
made.  
     With many other debunkers providing their debunking explanations, the claim received 
comprehensive debunking from different aspects. D10 summarized the major take-aways based 
upon these debunkers’ explanations.  
     This illustrative case shows that, debunking online information, even when the information was 
relatively easy to debunk and a consensus was reached quickly, users still adopted multiple 
strategies to improve the explanation and interact with each other (e.g., reminding community 
rules). Though the debunking goal is to identify whether the information is correct or not, the 
debunking process enacts more than just labeling it as right or wrong.  

5 DISCUSSION 

Through a qualitative study of an online community dedicated to information debunking, we 
revealed that debunking information online in a community setting is complex and often not 
straightforward. To accomplish the task, individuals and the community collaboratively took on 
complex work to clarify what to debunk, decide whether the information is debunkable, 
contextualize the information provided, check information credibility, explain it to other community 
members, and resolve disagreements. The results complement existing literature on information 
debunking and community-based debunking systems by providing a nuanced and detailed 
description of how people individually and collaboratively debunk information in a natural, online 
setting. We discuss how the study results broaden our understanding of debunking beyond a goal 
with binary, right-or-wrong outcomes, but instead as a collaborative, social, and learning process 
that is supported through community-based work. Based on the results, we provide design 
implications for community and crowd-based debunking systems and suggest that they should 
support the collaborative, social, and learning aspects of debunking, as well as recognizing the labor 
of crowd and community debunkers.  

5.1 Community-based debunking: beyond right or wrong 

Through unpacking the individual and collaborative work taken on by the community members 
when debunking information online, we broaden the concept of debunking that is not limited to a 
goal with binary, right-or-wrong outcomes. The result of this study indicates that, in a natural, 
community-based online environment, debunking is more than just labeling information as credible 
or not. Instead, debunking initiates collaboration among community members where they actively 
negotiate with each other, supplement and correct others’ explanations, and request more 
information. In addition, they interact socially in the debunking process, such as expressing 
gratitude and reminding community rules. Further, some debunkers and even the OPs value the 
debunking process as a learning and educational opportunity, through which they can summarize 
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and disseminate high-level debunking skills and tips to the community (Section 4.3.5). In this 
section, we discuss the three extended dimensions of community-based debunking processes. 

5.1.1 Debunking as a negotiated and collaborative effort. 

First, we found that instead of a linear and individual process, community-based debunking is often 
negotiated and collaborative both among the debunkers and between debunkers and the OPs. Before 
debunkers delved into the debunking process such as searching for external information and 
leveraging domain knowledge, they decided whether the information presented is debunkable. If 
not, they negotiated with the OP to modify and clarify in the post to make it debunkable. After 
debunkers provided their debunking explanations, the OPs may also negotiate with the debunkers 
to ask for further clarifications. While debunkers had their own opinions and strategies to debunk 
information, it is common that a post was debunked through collaborative efforts, instead of disjoint, 
individual efforts. For instance, debunkers supplemented others’ explanations using additional 
external sources, even when previous explanations have been accepted. By supplementing other 
debunkers’ explanations either on different aspects of the information or using different debunking 
strategies, a post received extensive and comprehensive debunking explanations that are more than 
enough to decide its credibility. Debunkers also pointed out mistakes in others’ explanations and 
correct them. In addition, some OPs provide contexts of the information such as where it was 
circulated by whom, which helped other debunkers better understand the information and may 
potentially improve the quality of debunking. For example, some OPs clarified that the information 
was circulated in their family’s Facebook group and the members are mostly older adults. The 
debunkers then provided less statistical debunking answers that are tailored for the OP to share 
with the family group. Therefore, the final debunking explanations were produced by iterative 
negotiation and collaboration among the community members, instead of individual, disjoint efforts.  

5.1.2 Debunking as a social and community-building process. 

Second, community-based debunking involves not only deciding if a post is credible or not. 
Debunking also serves as an opportunity for community members to interact socially and form and 
reinforce community rules and values. For example, we observed in our study sample that not only 
community moderators, but also ordinary users would engage in reminding others of community 
rules. When debunkers mocked the OPs, other users would oppose the debunkers and requested 
them to focus on debunking and not attacking others. When debunkers simply identified a piece of 
information as false but provided no explanations, other debunkers requested further explanations. 
Forming and reinforcing community rules are significant in the debunking process, as the rules are 
constantly brought up by community members to remind others and ensure that the debunking 
explanations are of good quality. In addition, the appreciation and gratitude from other users are 
likely to serve as positive social feedback that may encourage and promote more high-quality 
debunking from the community.  
   Similarly, what we have observed as a social and community-building process confirms findings 
from previous literature in information crowdsourcing tasks such as Wikipedia. In collective 
information evaluation, for example. r/ChangeMyView, most studies still focused on individual 
users’ responses and effectiveness to persuade others. The debunking literature also rarely views 
the debunkers as a community and leaves out how the debunkers form, apply, and reinforce the 
community rules and social norms they developed [6,12]. Understanding the social and community-
building process can provide insights into designing to support the debunkers as a community.  
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5.1.3 Debunking as a learning and educational process. 

Third, our analysis shows that community members often viewed and valued debunking not only 
as a goal to identify incorrect information and claims, but also as a process through which they can 
learn about and teach others how to debunk information in general.  This is manifested in cases 
when some posts were debunked easily and a consensus was reached quickly, debunkers still posted 
detailed, in-depth, and comprehensive explanations that aimed not only to debunk the specific posts, 
but also summarize high-level debunking skills. In addition, when there are debunkers who simply 
posted a short reply that even though identified the post as incorrect but provided no reasoning, 
other debunkers often suggested them to provide detailed explanations because they believed that 
the platform is not only for identifying what is wrong but also provides an opportunity for those to 
learn about how to assess information credibility in general. The potential of community-based 
debunking for peer-based learning and education resonates with recent literature. For example, 
educational news literacy training to help laypeople identify misinformation achieved no effect [2]. 
Instead, it was found that even simple corrections of misinformation from peers can improve 
people’s ability to identify misinformation [3]. Zeng et al. also observed that debunking posts by 
individuals received fewer criticisms than those by police official accounts [62]. On the contrary, 
debunking by official accounts received more doubts about its validity and requests for more 
information.  It is possible that debunking provided by peers and other community members often 
has the chance to be interactive, and they can have most or even all their doubts and questions 
resolved, thus increases their trust toward the debunking explanation.  
    While we recognize that the collaborative, social, and learning processes we observed in this study 
have been reported and discussed in many other studies of online communities and social media on 
different topics [18,38,54], we note that they are less explored and acknowledged in crowd and 
community debunking literature, which often regards online debunking as an individual and 
objective endeavor, rather than a negotiated, collaborative, social, and learning process. We believe 
extending our understanding of debunking beyond the objective, linear, and individual dimension 
sheds light on better designing community and crowd-based debunking systems that recognize and 
support the collaboration and interactions which naturally arise among community debunkers in 
real-life, natural environments, as we describe below.  

5.2 Design implications for community-based debunking systems 

Based on our results, we provide design implications for designing community and crowd-based 
debunking systems that received increasing attention and efforts from social media platforms.  
 
5.2.1 Designing for supporting negotiation and collaboration in debunking. 

As our study results demonstrate, in real-life, natural online environments, information debunking 
is rarely straightforward and individual. Instead, debunkers often negotiated with each other and 
with users who believed the information is true to decide what specific aspects to debunk, how to 
best debunk it, and how to improve existing debunking explanations. Therefore, online debunking 
systems should support not only individual debunking functions such as labeling information as 
incorrect or submitting notes, but also collaborative debunking functions, such as supplementation, 
correction, and request. These collaboration functions, as demonstrated in our study results, can 
enhance the quality of debunking explanations by incorporating input from a wider range of 
community members and allow them to actively build upon, extend, and correct others’ debunking 
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posts. These observations may inform community-driven debunking systems such as Twitter’s 
Birdwatch [66]. It was found that only less than half of the debunkers submitted notes to explain 
their reasoning of information debunking, which raises concerns around the quality of community-
based debunking [64]. Even though Birdwatch implements functions that allow users to report 
others’ debunking as “low quality” (e.g., lacking evidence, biased), such functions are still very basic 
and do not allow richer interactions such as supplementation, correction, and request, which are 
common in community debunking as observed in our study. Implementing these functions could 
potentially enable community members to enhance the quality of others’ debunking collaboratively.   

5.2.2 Designing for supporting learning and knowledge accumulation as a community. 

We found that besides identifying information as false or not, debunkers also value the debunking 
process as an opportunity to disseminate high-level debunking meta-knowledge and skills. In 
addition, the summarization of high-level skills and previously posted high-quality debunking 
explanations are often referenced and mentioned in other posts. These summarization and high-
quality posts can be seen as knowledge accumulated collectively as a community. Therefore, we 
suggest that the system should be designed to support learning in the debunking process by tagging 
and highlighting summarizations of meta-knowledge and high-level skills from the crowd. In 
addition, previous high-quality debunking explanations can be automatically recommended to 
similar posts, as it represents valuable knowledge accumulated through community work. Even if a 
post is eventually determined to contain misinformation and be taken down, the knowledge 
accumulated in the process of debunking it should persist and be preserved instead of thrown away. 
We also argue that this may also apply to other crowdsourced information tasks such as Wikipedia 
projects and collective sensemaking, where knowledge generated as a community, directly or 
indirectly related to the goal, should be valued and kept as the products of community work. Possible 
design considerations include archiving and publicizing high-quality and collectively contributed 
discussion and summaries for the ease of future references. Lastly, we note that there are other 
platforms or subreddits that may host similar discussions. It is also our future work to analyze data 
from these platforms to validate our study findings.  

5.2.3 Designing for recognizing the labor of crowd and community debunkers. 

Finally, as our study results demonstrate, the work involved in debunking online information is 
varied and complex. Debunkers often needed to negotiate with each other multiple times to request 
clarification before they can start debunking. They assessed surface characteristics of information, 
searched for credible external information sources, and leveraged personal knowledge. They also 
enhanced others’ debunking or improved their own based on community members’ requests and 
suggestions. Unpacking the varied and complex work taken on by community debunkers points to 
the labor that is often neglected in previous literature, which primarily focuses on the outcome of 
debunking. Therefore, we suggest that the system should recognize and give credits to crowd and 
community debunkers, who often voluntarily engage in debunking work that is complex, tedious, 
and time-consuming. We warn of the risk of simply treating community debunkers’ voluntary work 
as free labor. Community-based debunking systems can recognize debunkers’ work by means such 
as awarding badges to debunkers and listing debunkers’ usernames when posts they debunked were 
tagged as misinformation and taken down.  
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5.3 Limitations and future work 

Our study has several limitations. First, we studied only one online community whose members 
may not represent the whole spectrum of online information debunkers. The subreddit has 
established rules and norms, which may affect the interactions among its community members and 
are distinct from other online communities and social media platforms. Second, our study only 
analyzed online discussions, without probing into actual users’ experiences and concerns. In future 
work, we plan to conduct interviews with users who have helped debunk online information to 
understand the actual experiences, and investigate how they take measures, such as sharing the key 
take-aways outside the community, to raise the impact of debunking. Third, our study did not 
quantitatively examine the prevalence of different individual and collaborative debunking strategies 
and which ones were most effective in persuading others. This is primarily due to the difficulty in 
manually annotating a larger sample of the data and comprehensively coding the debunking 
strategies, as well as reliably inferring the effectiveness of the debunking answers perceived by the 
users.  It is our future work to quantitatively analyze how different debunking strategies and 
interactions among community members contributed to debunking qualities and experiences 
perceived by other users. We will use the themes qualitatively derived from this preliminary study 
to guide future computational studies and scale up the analysis. In addition, several findings from 
this study are based on qualitative observations and may not be generalizable. It is our future work 
to quantitatively assess the validity and generalizability of these findings.  

6 CONCLUSION 

We conducted an exploratory, qualitative analysis of an online community dedicated to information 
debunking. We reported the individual and collaborative work involved in information debunking. 
We found that community-based information debunking is rarely linear and individual but often 
negotiated, collaborative, and social, where users actively supplemented, corrected, requested, 
summarized, and interacted socially around others’ debunking explanations. Users also valued 
debunking as a learning and educational opportunity to distill and disseminate high-level debunking 
skills. We discuss how our study extends our understanding of debunking and design implications 
to design community and crowd-based debunking systems that support collaborative, social, and 
learning processes and recognizes the labor of crowd and community debunkers. 
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Appendix A 

Community rules: Posting rules 

ALL post titles use the following format:  “Debunk This:[main claim here]”  Posts Must include (in the body of 
your post):  • An explanation of what you would like debunked. • At least one source. • For video links, time 
stamps to specific parts that you want debunked. * Topic should be at least 2 months old.  This information will 
give other users a specific point to look into, and will increase the chances people replying to your post. 

Community rules: General rules 

All posters and commenters must remain civil, refrain from abusive language and hominem attacks, and must 
act in good faith; Obvious trolling will be removed and repeat offenders may be banned.      No self-promotion 
or advertising.      No NSFW/NSFL images in posts or comments. Descriptions are fine.      Mods reserve the 
right to remove low-effort posts.      Each post should be about wanting to debunk something, a story of 
debunking, or an example of debunking a myth.      Meta posts are allowed. 
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Appendix B 

Codebook of individual work of information debunking 

Category Definition Example 

Debunking based on 
specific characteristics of 
the information 

Debunkers decide the credibility of 
the information based on specific 
characteristics of the information 
itself, such as whether it is 
accompanied with supporting 
evidence and whether it has been 
cherrypicked. 

“The video looks like it’s been edited and 
slowed down. If you look closely, there’s 
a weird dark mark that doesn’t look 
natural in an unedited video.” 

Debunking based on 
external information 

Debunkers reference and highlight 
evidence from external information 
sources such as research papers, 
mainstream news outlets, and posts 
from other subreddits that either 
directly debunk the same 
information or provide useful 
information. 

 

“It has already been debunked many 
times elsewhere. Here’s one: 
https://www.politifact.com/factchecks/20
20/may/06/blog-posting/dont-fall-
conspiracy-about-dr-anthony-fauci-
hydrox/” 

Debunking with personal 
knowledge 

Debunkers decide the credibility of 
information based on knowledge 
obtained through personal 
professional training or experiences 
that are gained first-hand. 

“The numbers are very close. I know this 
because I work as a nurse in ICU.” 

Debunking with multiple 
strategies 

Debunkers utilize more than one 
debunking strategy to decide the 
credibility of the information 

“First, take a look at 
this:https://www.businessinsider.com/co
ronavirus-lab-manmade-myth-
debunked-2020-6 The details of the 
virus’ genome make it extremely 
unlikely to have a laboratory origin. 
Then there’s the lack of that person’s 
credibility, given that she only 
published scientific papers on a different 
subject.” 
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Codebook of community work of information debunking 

Category Definition Example 

Supplementation Debunkers add details, 
explanations, and reasoning to 
others’ debunking answers to 
improve the rigor and quality of the 
debunking.   

“Also, the claim of curing cancer is a 
huge red flag. There are many varying 
types of cancer and thousand different 
ways of treating them.” 

Request Debunkers and OPs ask for 
additional information, details, 
evidence, or explicit reasoning to 
help them debunk. 

“Could you let me know the context? 
Circumstance of abortion? Trimester?”  

Correction Debunkers and OPs spot mistakes 
or deficiencies in other debunkers’ 
answers and provide correction to 
fix them. 

“It’s not an estimation but actually real 
data out of a study population of 
260,000 inmates in the US.” 

Summarization Debunkers and OPs synthesize key 
take-aways and high-level 
messages from others’ debunking 
answers and provide concise 
summaries for the community. 

“Major takeaway points are: 1. The 
radio wave emitted by 5G is non-
ionizing; 2. the only non-ionizing 
radiation which could be damaging is 
microwave, but that’s been deliberately 
altered to do that exact task in 
controlled devices; 3. It is indeed listed 
by the WHO as a possible carcinogen, 
but on the same list as caffeine.” 

Debate Multiple debunkers hold different 
opinions and in order to resolve, 
they exchanged personal judgment, 
provided corresponding evidence, 
and uncovered the other’s flaws (if 
any) in the nested replies 

Example omitted due to the contextual 
nature of this category. Please refer to 
Section 4.3.4 (page 15) for example. 

Social interactions Debunkers express appreciation or 
gratitude or remind others of 
community rules, which do not 
contribute to the debunking 
directly.  

“I really love seeing this kind of 
debunking. Takes the claim and focuses 
on evaluating its own merits.” 
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